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Management Summary

Years ago, there were few options to move data offsite to a safe location. One of these options involved a large truck, lots of tape cartridges and a safe ‘bunker’ or storage facility. After the completion of a backup cycle, the current backup tapes were loaded into a truck to be transported to the bunker. If data needed to restored, the backup tapes were then loaded into the truck and driven back to the data center. This approach still works today for some applications. However, those applications that must be available all of the time require faster recovery times than trucking allows.

In 1994, EMC delivered the first commercially available, array-based replication product for its high-end storage, called Symmetrix Remote Data Facility, or more commonly, SRDF. Other vendors of high-end array products, such as HDS, HP, and IBM quickly followed suit. Disk arrays could be located within the same building, campus, or separated by hundreds or thousands of miles. When an application updated the local volume, the remote volume received the update a short time later. If the local disk array fails, then the data can be easily retrieved from the remote controller. Recovery times were dramatically improved by disk replication since bits on a wire can travel at the speed of light, but trucks must obey posted speed limits.

Furthermore, in the 1990s communications lines were expensive. The cost of the high-end systems added to the monthly lease of the communications costs, all of which made these solutions unaffordable to smaller enterprise customers. However, a lot has changed since the mid-1990s. The cost of telecommunications lines has become more affordable and storage vendors have developed replication products for lower cost “mid-tier” disk arrays. These mid-tier replication products may not have all of the bells and whistles of their big brother high-end disk arrays, but they have plenty of features that can support the needs of the smaller enterprises.

The first versions of mid-tier replication products were very limited in capability. Some only supported very limited distances and were only suitable for campus environments. Fortunately, the solutions available today can support many different configurations and distances. If you haven’t taken a look at these products lately, you will be surprised what they can do today. These products deserve a second look for those enterprises that are looking for affordable remote replication solutions. Read on to see what features are available today.
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Types of Replication

There are many different mid-tier array replication products on the market today and no two products are identically featured. They differ in the types of replication that are supported, the number of mirrors that are supported, and the availability of features that can make the life of IT administrators easier. So which features do you need? It depends on your environment.

Short Distance Replication

The first cars built in the United States could be ordered in any color that you wanted, as long as it was black. The same was true of the first mid-tier array-based replication products. You could get them in any option, provided you needed to replicate over short distances.

Synchronous replication ensures that the remote mirror and the local mirror are always exact images of each other. An update to the local mirror is transmitted to the remote mirror and the application is notified that the write operation has completed after the remote mirror has been updated. Since the application must wait for the acknowledgement that the update has been completed at the remote site, latency is added to every update - the greater the distance, the greater the latency. Therefore, synchronous replication is best suited for shorter distances, such as replicating within a campus or within several miles. Of course, your mileage will vary based on the traffic on the communications lines and the application’s tolerance for latency.

Long Distance Replication

Enterprises that need to replicate across hundreds or thousands of miles had to wait until asynchronous replication became available for mid-tier arrays. Asynchronous replication informs the application that the update is completed before the remote mirror is updated. So, there is no latency and replication can span large geographical areas.

Multi-volume Applications

Some applications data can be stored on one volume. Nevertheless, many applications, such as databases, span several different volumes. Multi-volume applications require the consistency group feature to ensure that the remote volumes are in a consistent state.

A consistency group is a logical grouping of interrelated volumes. When the link supporting one of the volumes within a consistency group fails, the software suspends replicating the remaining volumes within that group ensuring that all of the related volumes in the remote site remain static from the point of the link failure.

What Other Features Do You Need?

There are other many features available today for mid-tier replication products and vendors continue to enhance their offerings. If you are evaluating array-based replication, the following questions will help to determine which vendors solution will meet your needs.

Synchronous Replication

If you need to replicate within a campus environment, or at distances less than 100 miles, then synchronous replication usually is the best approach.¹

Cost

1. Is there a separate license charge for synchronous replication? Is it based on the model of the controller? Or is it capacity based? What is the warranty period? What is the cost of maintenance after the warranty period expires?
   - You may be pleasantly surprised to discover that the cost of many of these replication licenses is rather inexpensive.

2. Are there any costs associated with assessments? Will the vendor study the current workload to determine the correct configuration? What is the cost of this assessment?

3. Are there any costs associated with installation or is this service included in the purchase costs?

Configuration

4. Must you replicate between the same models of controllers or can you different models of controllers on either side of the link? Can newer generation of controllers replicate to older generation models? Does the same version of firmware have to run on both controllers?²
   - If not, it is easier to migrate to newer releases of firmware, since not all arrays have to be upgraded at the same time.

5. How many arrays can be connected to one array?

¹ Synchronous replication requires the application to wait until the remote array has confirmed that it has completed writing the new information before proceeding. This takes time and the time is increased by the distance between arrays. It is synchronous because the replication is happening in “real time” at multiple locations.

² There are two issues here. Can replication be done between dissimilar arrays (possibly from different vendors)? Can different generations of the same array replicate without problem?
• Some vendors support one array connecting to several different arrays.

6. How many volumes can be replicated?
• This number varies by vendor and by array model.

7. All solutions allow a one-to-one mirrored relationship (one volume is mirrored to another volume). Some solutions allow one volume to be mirrored to two different volumes. Do you need to replicate one volume to two different locations?
• If so, look for the vendor that supports one-to-two (or more) mirroring.

8. What types of links are supported? Most vendors support Fibre Channel and may support Fibre Channel over IP or direct IP connections. How many links can be supported? Are the links bi-directional?
• It is always a good practice to configure redundant links.

9. What size and number of links are required to support current and future workloads? Most vendors have tools to determine network bandwidth requirements.
• With synchronous replication, having insufficient network bandwidth can cause performance problems.

10. What are the vendor’s distance recommendations?
• Some vendors have tested configurations to certain distances using a combination of Fibre Channel and extended-distance communications equipment.
• Remember that synchronous replication adds latency to applications. Vendors may have specific recommendations for configuring applications, such as Oracle or Microsoft Exchange.

11. How much bandwidth is required?
• A workload study should be conducted with your storage and network providers to determine how much bandwidth is required. This study should be performed early to set realistic expectations about the cost of bandwidth and the amount of data that can realistically be mirrored.
• A general rule of thumb for disk mirroring is that one TB of online transaction data will generate about 1-2 MBs per second of write data. A TB of batch or sequential workload will generate about 6-7 MBs per second of write data. This rule of thumb is linear. That is, if you need to mirror 5 TBs of OLTP storage, then you can estimate that the workload will generate about 5 to 10 MBs per second of write data. Of course, your mileage may vary and an actual workload study should be completed.
• Remember to calculate peak workloads. In general, peak workloads are about 2.5 to 3 times higher than average work loads.
• Some inter-SAN connections and channel extenders may support compression, which can reduce the bandwidth required.

Implementation
12. Must the replication software be installed on each array or is it ‘turned on’ by a license key? How long will it take to install the software?

13. Every implementation requires that the entire volume be replicated to the remote site initially. How long does the vendor predict that this will take? Will the first-time full synchronization affect application performance? Are tools available to monitor the status of the synchronization? Can the synchronization priority be modified? If so, how granular is the priority scheme? Can priorities be modified dynamically to slow down the replication process during periods of heavy application processing?

Operations
14. After a link failure has been resolved, do you have to copy the entire contents of the local volume to the remote volume to get the two volumes ‘in sync’? Or does the software keep track of the changes that have occurred during the failure and only copies the delta changes?

15. Can the role of the local and remote mirror be reversed; that is, can you reverse the mirroring operation from the local array to the remote array?
• This feature is important when restoring the contents of the local volume after a failure of the local array. This feature is sometimes called “role reversal” or “personality swap”. After the failure has been rectified, must you restore the entire contents of the local volume or can the software send over only the delta changes that have occurred since the failure?

16. Can you access the remote mirror?
• You may want to access the remote mirror in read only mode to perform other tasks, such as running backups or loading data warehouses.

17. If you cannot access the remote mirror directly, can you make a copy of it to perform these additional tasks?
• Some vendors allow administrators to create snapshots of remote mirrors.
18. Is the snapshot software integrated with the remote mirroring software? If not, can you easily create scripts to create snapshots?

19. If you need to create snapshots, is there an additional licensing fee required?

20. Are consistency groups supported for multi-volume applications? If so, how many consistency groups can be created on one array? How many volumes can exist within a consistency group?

Management

21. What management software is available to manage the replication? What is the cost of this software? Can the software manage both the local and remote mirrors from one console? Can the software manage multiple local and remote arrays? How easy is it to set up the initial mirrored pairs? Is training required to run the management software or is it easy to use?

Asynchronous Replication

If you need to replicate to other site that is hundreds or thousands of miles away, then asynchronous replication is your only choice. There are additional questions that need to be answered for asynchronous replication.

Cost

22. Is there a separate license charge for asynchronous replication? Is it based on the model of the array? Or is it capacity based? What is the warranty period?
- Some vendors include synchronous and asynchronous replication in one package, while others price it separately.

Configuration

23. What devices have been certified by the vendor to work with their firmware to extend communications lines?

24. How are updates sent over the link? Some vendors have implemented asynchronous replication to send updates over the link as they occur; others send over updates periodically in batches. If the vendor sends batches, do you have any controls to determine how often the batches are replicated?

25. How much bandwidth is required? It is critical to have sufficient bandwidth to support synchronous replication activities since the application must wait until the update has been applied to the remote disk system.
- Having sufficient bandwidth is also important for asynchronous replication operations. Asynchronous replication informs the application that the I/O is completed before the remote mirror is updated. However, if there is not enough bandwidth available, then the number of updates that need to be sent to the remote mirror will ‘stack up’. This can result in the remote mirror being seconds or minutes ‘behind’ the local mirror. Recovery Point Objective (RPO) defines the point in time in which the applications can be restored if a failure occurs. With synchronous replication, the RPO is zero – that is, the local and remote mirror are identical and there is no difference in time between the two volumes. If sufficient bandwidth is available for asynchronous replication products that support continuous updating, then the RPO approaches zero.

Operations

26. Is write ordering maintained?
- Some provide write consistency; that is, they sequence the updates to ensure that they are received at the remote array in the same order that they were received locally. If write ordering is not maintained, then there is a possibility that updates will be applied to remote volumes in the wrong order, which can result in inconsistent volumes after a failure. If the vendor does not support write ordering, do they have other techniques to ensure the remote volumes are consistent after a failure? If not, what procedures do you have to set up to establish consistent points periodically?

Conclusion

Array-based replication allows enterprises to mirror data to remote locations without using server cycles. For many years, these products were only available on high-end arrays. The initial replication products for mid-tier arrays were limited in distance and in features. But that has changed. Today’s mid-tier array replication products have many of the features formerly only supported on more costly arrays at mid-tier pricing. That makes these products an attractive option, worthy of a fresh look.
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